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Prediction of ROP by Machine Learning and its Application in Engineering
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Abstract: Rate of penetration (ROP) is a key performance indicator in drilling engineering, which is directly related to drilling cost. The

accurate judgment of ROP is the key of drilling engineering decision. To solve the problems of large error and low effective of traditional

ROP prediction methods, this paper attempts to obtain a more accurate and reliable ROP prediction model through machine learning method.

Different machine learning methods are used to preliminarily establish the prediction model of ROP, and then the gradient lifting tree

algorithm is selected for predicting ROP through performance comparison. Finally, the prediction model of ROP is established by optimizing

parameters. The trained prediction model is applied to an exploration well in a basin in South China Sea, and the prediction results are in line

with the reality. The results predicted by the model can be used to evaluate the ROP, identify the abnormal ROP, and provide a basis for

engineering decision-making.
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Table 1 Dataset example

gk | B o I e | mem | o | e ainE | JEK ) ey | MOME BLB
E=Sin i B imm | /M | /Klbs | /klbs | /(/min) | /(kib-ft) | (L/min) J1/psi) e /c;% /s n ) (m?ﬂ)
FaeEik | 175 | & z 59 | 853 05 39 1.09 2892 627 1.05 28 0.02 | 136.31
gk | 175 | & z 60 | 852 | 0.6 44 0.97 2892 625 1.05 28 0.03 | 34.69
FheHik | 175 | = z 61 | 851 0.7 54 0.48 3636 625 1.05 28 0.04 | 117.18
FReHk | 175 | = = 62 | 852 | 0.6 51 0.73 4268 613 1.05 28 0.05 | 80.74
FReAk | 175 | & 2 63 | 854 | 0.4 38 0.30 4267 612 1.05 28 0.06 | 59.18
PDCHik | 85 | 5 19 2687 |196.6| 14.6 | 121 10.52 1817 | 2202 | 1.35 56 5527 | 30.07
PDCHik | 85 | 5 19 |2688198.7| 12.5 | 122 11.37 1814 | 2192 | 135 57 553 | 40.38
PDCHik | 85 | 5 19 2689 196.8| 144 | 121 10.94 1818 | 2212 | 1.35 57 5533 | 34.13
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Table 2 Rating of different models

Jre AR PiE ZHUR)
1 AR 0.628
2 REATLARAR 0.797
3 K 4B 0.791
4 BT (GBDT ) 0.806
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Table 3 Optimized training parameters of GBDT model

Fre 28 W
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9 BEHLRE S H 10

o B R T AL SR PR FE bR IL & 4, PAb)E
BRI R 438 0.806 425 & 0.866, PEREHETF 10%
ZE:EO

#*4 GBDT RAUEERITEMN
Table 4 Rating of optimized GBDT model

FFo HTatR ACIEN
1 PR RHUR) 0.866
2 SRR 9.97
3 Yo 243.96
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Fig. 1 Training error of BP network model
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Fig. 2 Prediction results of a well in test set
IZARRI I BT R ZE 14.12%, FRBRZLSMTE,
SFRERZELE 10% LA, IR0 2 U R 2K
2.4 NS
KAV RGF (9 GBDT FEAL p A2 1 DT



Fa4t B R, AR LR PN LB A A TR AN - 95

(4 T AR RS HEAT S PRI oA, DAY e 3 FE
FISCPRIEL, A8 ROP BTR5H . ZHEEARFE I 5.

x5 RAEKRER

Table 5 Information of a test well

Bk RT/in I /m EEH R} /in HH/m
26 200 20 200
16 1650 13-3/8 1 646
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Fig. 3 Application of GBDT model
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